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Abstract

A central part of auralization is the consideration of realistic sound propagation effects. This can be achieved using computationally efficient physics-based simulations based on the principle geometrical acoustics. When considering complex effects, e.g. curved propagation due to atmospheric refraction, those simulations can be computationally demanding. This can become the bottleneck for real-time auralizations, as the run-time exceeds the duration of one audio block even for large block sizes. A solution is to schedule the simulations into a separate thread. However, this leads to an irregular update rate which is lower than the rate of the audio blocks. Consequently, the output signal can contain audible artifacts. This especially holds when considering the Doppler effect for dynamic scenarios with fast moving sources, like aircraft. This paper introduces a method for interpolating, and thereby upsampling, the results of scheduled simulations in an auralization context in order to avoid such artifacts. The method is applied to an aircraft flyover auralization considering curved sound propagation in an inhomogeneous, moving atmosphere. Using this method, it is possible to auralize such scenarios in real time.
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1 Introduction
Today, it is well-known that noise has a negative impact on human health. Thus, the increasing noise pollution, e.g. caused by cars, aircraft or wind turbines, is a growing issue [1]. Typical noise control approaches are based on energy-based metrics like Lden. However, there are multiple studies showing that a reduced sound pressure level does not necessarily lead to a reduction of perceived loudness [2] or annoyance [3, 4].
More suitable approaches to account for human perception are listening experiments or using psychoacoustic parameters. In this context, the concept of auralization enables the generation of the required time-signals based on purely synthesized data using physics-based models [5]. In contrast to measurements, this allows the comparison of noise scenarios only varying in specific parameters, e.g. the source characteristics [4, 6] or weather parameters [7]. During the last decades, the real-time operation of auralization frameworks has been an important aspect of virtual acoustics research (see e.g. [8, 9]). One of the main goals is enabling users to interact with the virtual acoustic environment. The human-virtual interaction can be improved not only by having a mobile listener within the virtual scenario, but also by allowing the user to switch between different simulation conditions [10]. Hence, real-time auralization effectively broadens the diversity of experiments that can be carried out.
A central step of the auralization is the simulation of sound propagation between source and receiver. Based on the simulation result certain propagation parameters, e.g. propagation delay, spreading loss and air attenuation, are applied to the signal emitted by the source. The closer the simulation model is to reality, the higher the computational complexity. For example, considering the inhomogeneity of the atmosphere using curved sound propagation [10, 11] leads to a significant increase in computation time compared to typical straight-path implementations [12, 13]. This again can be a bottleneck for real-time processing, especially for dynamic scenarios where the simulations have to be carried out repeatedly. To avoid that, the simulations can be scheduled to a separate thread [10]. However, if the simulation update rate falls below a certain threshold, the plausibility of the auralization result might be reduced. In worst case, it can even introduce audible artifacts, e.g. sudden “jumps” in gain or Doppler factors.
In this paper, a method for real-time auralization using scheduled sound propagation simulations is introduced. As suggested in [10, 11], the simulation results are upsampled to the audio block rate using interpolation. The method is applied to an aircraft flyover auralization, which previously suffered from artifacts even when using scheduling [10]. The resulting framework allows an artifact-free real-time auralization with quality comparable to the respective offline approach. Generally, the method can be applied to other auralization approaches, which are based on an independent signal processing of sound paths.
2 Auralization based on geometric sound paths
When auralizing under real-time constraints, a typical approach is using blockwise audio processing. This means consecutive samples are summarized in audio blocks of a certain length and processed together, e.g. applying a fast Fourier transform (FFT). In this case, the overall processing time for rendering one audio block may not exceed the block’s duration, as this will lead to audio dropouts. Thus, typically the principle of geometrical acoustics is used for modeling the sound propagation, since respective algorithms are very computationally efficient. Such methods allow the simulation of geometric sound paths connecting a source with a receiver. Based on these, sound propagation parameters such as spreading loss or air attenuation can be derived controlling the digital signal processing elements used for the auralization. This is done for each sound path separately, as shown in Figure 11.
	[image: thumbnail]	Figure 1 Sound-path-based auralization approach.



Such an approach is especially efficient, if the number of considered sound paths is low. This is the case for scenarios related to environmental noise, such as wind turbine [14], car pass-by [15, 16], or aircraft noise [6, 10, 12, 13, 17]. Here, it is common to model the ground as flat surface resulting in two sound paths. Nevertheless, such an auralization approach was also applied to urban scenarios considering higher-order reflections and diffraction using a significantly higher number of sound paths [18].
The sound propagation parameters being typically considered are propagation delay, spreading loss, air attenuation, launch direction at the source, and incident direction at the receiver [6, 10, 12–18]. Depending on the considered scenario, additional parameters can become relevant. Figure 2 shows an example of how a single sound path could be processed for an aircraft flyover scenario. In this case, the influence of turbulence-induced amplitude modulation and a ground reflection filter are also considered. With respect to the audio processing, the spreading loss is applied as linear gain factor. All frequency-dependent propagation parameters are considered in the form of one-third octave band magnitude spectra with one linear factor per band. These are accumulated and processed using a single filter bank. This is a typical simplification in order to reduce the computational complexity [10, 12, 13, 15, 18]. Nevertheless, the main focus in this paper is the propagation delay and its effect on the digital audio stream.
	[image: thumbnail]	Figure 2 Digital signal processing approach for a single sound path for aircraft flyover scenarios.



2.1 Propagation delay and Doppler shift
For the auralization of dynamic scenes, a crucial element in the signal processing chain is the variable delay-line (VDL) [13, 16, 19, 20]. In addition to delaying the input signal, this element allows modeling the Doppler effect using the propagation delay τ. For this purpose, the input signal is resampled based on propagation delay’s rate of change when reading the data. The respective resampling or Doppler factor is [19]
[image: thumbnail](1)
For block processing, this factor depends on the block size B, the sampling rate fS and the propagation delay difference between two consecutive audio blocks Δτ
[image: thumbnail](2)
In the course of this work, the propagation delay is rounded to the next audio sample before handed to the VDL. The resampling is done using a cubic spline interpolation between respective audio samples.
2.2 Integration of simulations into auralization chain
Generally, a static “snapshot” of the scene is assumed while carrying out a single sound propagation simulation. Thus, the simulation must be continuously repeated to consider changes in the scene like source and receiver movement. The sound paths and respective sound propagation parameters are updated accordingly. The update rate of the simulations depends on how the simulation is integrated into the overall processing chain as discussed in the following.
2.2.1 Sequential approach
A straight-forward approach is integrating the simulations sequentially in the overall auralization chain as shown in Figure 3a. This means all operations are carried out in the same thread: First, the current scene state including the source and receiver position is evaluated. Based on this, a simulation is carried out before the sound propagation parameters are applied to the raw source signal as shown above (Fig. 2). Nevertheless, this approach is limited as the update rate of the simulations must be significantly faster than the audio block rate to avoid audio drop outs. This is because the DSP operations already require a significant portion of the available processing time. Such an approach might work for simple simulation models, e.g. assuming straight paths, free-field conditions and limited number of sources. It fails when considering more complex scenarios, e.g. with a significantly higher number of sound paths or considering refraction.
	[image: thumbnail]	Figure 3 Integration of sound propagation simulations in the overall auralization process using a sequential (a) or scheduling (b) approach. Simulations are carried out based on the current scene state including source and receiver pose. The simulation results are fed to the DSP elements responsible for the audio rendering.



	[image: thumbnail]	Figure 4 Aircraft flyover scenarios used for the auralizations in this paper. Two 15 s trajectory segments with two receiver positions each leading to a total of four scenarios.



2.2.2 Scheduling
One solution to avoid audio dropouts in those cases is running the simulations in a separate processing thread. For this purpose, a scheduling system managing and filtering the simulation requests from the audio rendering process must be installed [21, 22]. For example, Wefers et al. used this approach in the context of real-time auralization of room acoustic scenarios [21]. A more generalized framework was introduced by Palenda et al. [22]. This one is not restricted to room acoustics and can be extended to work with additional simulation methods.
The approach of scheduling sound propagation simulations in an auralization context is sketched in Figure 3b. Here, a simulation request is sent to the scheduler living in a separate thread after the current scene state is evaluated. Then, the DSP operations are carried out directly without waiting for the simulation results. Once a new simulation result is ready, the respective DSP elements are updated.
This approach leads to an irregular simulation update rate. Furthermore, especially in the case of computationally expensive simulations, the simulation rate might be lower than the audio block rate. As a consequence, the DSP elements are not updated for every audio block. This means subsequent audio blocks are rendered based on the same sound propagation parameters until an update arrives. Then, those parameters can show significant discontinuities, which might lead to audible artifacts in the output signal. This is especially relevant when considering the Doppler effect as discussed in the following section.
3 Artifacts at low simulation update rates
In the context of this work, the problem discussed in Section 2.2.2 was observed while running an aircraft flyover auralization. The underlying sound propagation simulations [10] consider curved propagation in the atmosphere. The calculation of respective sound paths is done by numerically solving ordinary differential equations. The process of finding the paths connecting source and receiver is not deterministic and therefore requires calculating a significant number of paths. Thus, the simulations are computationally demanding and must be scheduled. As mentioned before, this leads to low, irregular simulation update rates causing artifacts in the output signal. This section discusses how the observed artifacts are traced back to the processing of the Doppler effect and why they are happening.
3.1 Aircraft flyover auralization
In this work, the aircraft flyover auralization is carried out using Virtual Acoustics (VA) [23]. This modular framework allows the auralization of various scenarios making respective assumptions regarding the sound propagation. For aircraft flyovers, the direct sound and a ground reflection are considered. The sound paths are processed according to Figure 2. The respective sound propagation is simulated using the Atmospheric Ray Tracing (ART) framework. This considers the inhomogeneity of the atmosphere as well as wind leading to curved sound paths. The run-time of a single simulation is in the order of 40 ms but depends, e.g. on the source-receiver distance [10]. The simulations are scheduled according to Figure 3b using the ITA Simulation Scheduler [22]. It allows specifying a maximum simulation rate to avoid flooding the scheduler with requests, which would impact its performance. In order to leave enough headspace for the simulations, this is chosen to 10 Hz. However, the average update rate is actually 8.6 Hz corresponding to a temporal distance of ≈116 ms between simulations. The auralization is performed using a block size of 1024 samples and a sampling rate of 44,100 Hz. This means that the simulation is carried out every 5 audio blocks, approximately.
The input of the auralization chain is driven by a synthesized aircraft source signal based on a fan [24] and jet noise model [25]. The synthesis is done offline and the signal is included using a wav-file to introduce minimum computational load. As simplification, an omnidirectional source directivity2 is applied. For the spatialization at the receiver, the signal of each sound path is convolved with a head-related transfer function (HRTF) having a length of 256 samples.
In total, four scenarios are auralized. Those scenarios are based on the test scenario in [10] and only differ with respect to the aircraft trajectory and receiver positions. The original trajectory was simulated using the MICADO software [26] representing a take-off procedure. Here, the trajectory is aligned so that [0, 0, 0] m corresponds to the position the aircraft lifts off the ground. Furthermore, only two 15 s segments of this trajectory are used. For each segment, two receiver poses are chosen so that the aircraft passes from left two right (see Fig. 4). All receivers are placed at an altitude of 1.8 m to emulate a human listener. While the first receiver resides directly below the trajectory, the second is moved 1000 m to the side, respectively. This allows the consideration of sound propagation perpendicular to the wind direction, which might affect the performance of the simulation. Furthermore, the receivers of the blue scenarios are placed significantly closer to the trajectory to consider the run-time dependency on the source-receiver distance.
3.2 Evaluation of sound propagation parameters
As discussed above, the auralization results include audible artifacts
      Your browser doesn't support HTML5 audio. Here is a link to the audio instead.
    . In order to find their origin, the sound propagation parameters are logged during the auralization process. Then, the difference between consecutive simulation results, referred to as consecutive variation, is evaluated. A large variation could lead to a perceivable “jump” or artifact in the output signal. Thus, in the following, a threshold is defined for each sound propagation parameter, below which an artifact-free output stream is expected. This is compared to the respective maximum consecutive variation along all considered scenarios. The results are summarized in Table 1.
Table 1 
Maximum consecutive variation of sound propagation parameters. The data represents the maximum values over all studied scenarios. Only the air attenuation exceeds the specified threshold but just at higher frequencies with significant damping (at least 64 dB). For the propagation delay no threshold is specified.

3.2.1 Spreading loss
As the spreading loss update is applied as gain factor, the just-noticeable difference (JND) for sound pressure of 1 dB [5, 27] is a reasonable threshold. Using a larger change of the signal gain might be perceived as a sudden amplitude change, which is not realistic. For the investigated scenarios, the maximum consecutive variation of the spreading loss is 0.3 dB and therefore, this parameter should not cause artifacts.
3.2.2 Air attenuation
For the air attenuation update, the same threshold as for the spreading loss (1 dB) is used. Due to its frequency-dependency, the evaluation is done for each one-third octave band, respectively. The resulting consecutive variation is found to exceed the specified threshold. However, such variations only occur at higher frequencies with significant damping (minimum attenuation of 64 dB). Thus, also the air attenuation is not considered to result in audible artifacts for the investigated scenarios.
3.2.3 Launch and incident direction
The launch and incident direction are relevant for applying the source directivity and spatialization at the receiver. Directivity data is typically available using equiangular, spherical grids. The same holds for head-related transfer functions (HRTFs), which can be used for the spatialization at the receiver. Thus, it makes sense to evaluate launch and incident direction with respect to their elevation Θ and azimuth ϕ. A low simulation update rate could cause a sudden “jump” between directions. Generally, it is desired that the respective directions smoothly change between consecutive simulation updates. In best case, this change does not exceed the resolution of the respective data set. As 1° × 1° grids can be considered as high resolution for both, directivity and HRTF data sets, the threshold is chosen to 1°. As shown in Table 1, this value is not exceeded in any of the considered scenarios.
3.2.4 Propagation delay
The results for the aforementioned propagation parameters suggest that the propagation delay and its processing in the variable delay-line is the origin of the artifacts. Since it is hard to formulate a threshold for this parameter above which artifacts are expected, evaluating the consecutive variation of this parameter cannot be used to prove this theory.
Instead, the auralizations are run a second time using a constant propagation delay. In this way, the Doppler effect is not applied to the input signal. As expected, the resulting audio files are artifact-free 
      Your browser doesn't support HTML5 audio. Here is a link to the audio instead.
    .
3.2.5 Conclusion
Thus, the perceived artifacts are indeed caused while applying the Doppler effect using the VDL. The reason for those artifacts is discussed in the following section.
3.3 VDL at low update rates
When applying the Doppler effect using a variable delay-line, the input signal is resampled according to equation (2). An example is shown in Figure 5. Here, a pure tone is used as input. It is assumed that the simulation update rate is at least as high as the audio block rate (e.g. using sequential simulations). Thus, propagation delay data is given for every audio block. A propagation delay change Δτ ≠ 0 leads to a frequency-shift at the output signal: A decreasing delay leads to an increase in pitch and vice versa. Furthermore, the pitch-shift smoothly scales with the respective amplitude |Δτ|. A respective audio example is 
      Your browser doesn't support HTML5 audio. Here is a link to the audio instead.
    .
	[image: thumbnail]	Figure 5 Illustration of how a variable delay-line (VDL) applies the Doppler effect if propagation delay data is present for every audio block. Note, that the utilized data does not represent an actual scenario and is exaggerated. (a) VDL input signal; (b) Propagation delay; (c) VDL output signal.



In the case of scheduled simulations with low update rates, the propagation delay is only updated every n-th audio block. As illustrated in Figure 6, this has two effects:
	For audio blocks without simulation update (e.g. block #3, #4), Δτ is zero meaning no pitch shift is applied.

	Once a simulation update arrives, Δτ refers to the accumulated change of all blocks since the last update. Nevertheless, it is still referenced to the length of a single audio block. Thus, the pitch shift is significantly over-estimated (e.g. blocks #2, #7, #9).


	[image: thumbnail]	Figure 6 Illustration of how a variable delay-line (VDL) applies the Doppler effect if propagation delay data is not present for every audio block. Note, that the utilized data does not represent an actual scenario and is exaggerated. Updates of propagation delay are highlighted using red squares. (a) VDL input signal; (b) Propagation delay; (c) VDL output signal.



As a consequence, the signal “jumps” between the original, unchanged signal and a version with exaggerated change in pitch (
      Your browser doesn't support HTML5 audio. Here is a link to the audio instead.
    ). To overcome this issue, the missing propagation delay data for the audio blocks without simulation result can be estimated, e.g. using interpolation.
4 Interpolating results of scheduled simulations
This paper proposes a method allowing to “fill” the missing sound propagation parameter data, e.g. propagation delay, for audio blocks without a simulation result. For this purpose, the simulation results are buffered and interpolated instead of directly being handed to the DSP modules.
A problem with interpolating this data in a real-time context is that future samples are not available. The newest data available is from a simulation issued in the past. However, the simulation issue time refers to the time the sound is emitted by the source. In a real scenario, all propagation effects are delayed as the sound requires time to propagate to the receiver. A good example is aircraft noise. Typically, one acoustically locates an aircraft at a significantly different position than visually because the sound emitted by the aircraft takes multiple seconds to reach a listener on the ground, while light propagates the same distance almost instantaneously. Thus, instantly applying the sound propagation parameters resulting from a simulation only makes sense under the assumption that the propagation delay is small compared to the sound propagation parameters’ rate of change. A more accurate approach is to buffer and delay the simulation results based on the respective propagation delay as shown in Figure 7. This also ensures that “future” data is available for the interpolation.
	[image: thumbnail]	Figure 7 Extension of the auralization scheme with scheduled simulated presented in Figure 4. Instead of directly being fed to the DSP elements, the simulation results are sent to a buffer and being delayed using the respective propagation delay. For every audio block, the data is interpolated before being applied to the DSP elements.



4.1 Underlying assumptions
In order for the presented approach to provide meaningful results, the respective system must fulfill the following assumptions. First, it is assumed that the receiver translation is negligible while the sound propagates. If the receiver position is significantly changed, the simulated sound propagation parameters will mismatch to the new position. However, this assumption must generally made when performing sound propagation simulations, as the simulation input data – including source and receiver position – are assumed to be constant during the simulation.
Secondly, the simulation run-time must be significantly smaller than the propagation delay. The respective offset should also account for the processing time of buffering and interpolating the data. Only then, it is ensured that “future” samples are available for the interpolation.
4.2 Delaying and interpolating propagation parameters
In order to delay the simulation results, a special buffering system, a so-called data history buffer, is employed. As shown in Figure 8, the simulation results are stored together with a time key referring to the time the simulation was issued plus the propagation delay corresponding to this result. The data is stored in ascending order with respect to this key, i.e. a new result is appended at the end of the buffer. As the simulations are issued in irregular time intervals, also the buffered results have an irregular spacing.
	[image: thumbnail]	Figure 8 Diagram of a data history buffer used to delay and interpolate simulation results. The simulation i is issued at source time tS,i. The resulting propagation parameter is stored within the buffer using the receiver time tR,i, i.e. it is delayed by the respective propagation delay τi. On the other hand, the auralization thread requests a parameter at tnow referring to the current audio block (real-time), which is determined using the specified interpolation method.



As discussed above, the number and type of sound propagation parameters belonging to one simulation result depend on the considered simulation method. Thus, one data history buffer is used for each sound propagation parameter. This modular approach makes it easier to adapt the system if another set of parameters shall be considered. Furthermore, it allows using different interpolation methods for the respective parameters.
Now, for every audio block, the DSP elements request data from the history buffer corresponding to their propagation parameter. The data is estimated by interpolation using the time of the current audio block. In this context, it must be ensured that a simulation result is not written into the history buffer while the DSP elements try to read the data. This can be achieved by intermediately storing the results in a thread-safe concurrent queue. This data is transferred to the actual buffer just before executing the interpolation.
4.3 Considered interpolation methods
In the course of this work, the following interpolation methods are considered: sample-and-hold, nearest-neighbor, linear and natural cubic spline.
Sample-and-hold and nearest-neighbor are a special group of interpolation methods, as they simply copy the data from an existing sample instead of creating a smooth estimate between consecutive samples. While this is extremely efficient, it does not work for the case of low simulation update rates leading to artifacts (see Sect. 3). In fact, sample-and-hold is the default behavior of previous approaches in order to avoid dropouts (see Fig. 3). The only difference is that the simulation results are delayed. However, such interpolation methods can be sufficient, if at given simulation update rates the behavior of sound propagation parameter values does not lead to audible artifacts.
In contrast, the linear and cubic spline interpolation methods estimate “new” data when evaluating between given samples. Thus, they allow a continuous change of the data for all audio blocks between consecutive simulation results (in contrast to Fig. 6). The main differences are the number of considered samples, the smoothness of the output and the computational complexity. The linear interpolation only considers two samples including one future sample. It provides a [image: equation]-continuity meaning the output data is continuous while its derivative is non-continuous but constant within one interval. When processing the Doppler effect, this leads to a constant Doppler factor between two simulation results. This could be audible, if the simulation update rate is too low. On the other hand, the cubic spline method provides [image: equation]-continuity. Therefore, its output is sufficiently smooth for small curvatures [28] allowing a smooth transition between Doppler factors. This comes at the cost of increased computational complexity. Furthermore, this method requires four input samples of which two are future samples. Consequently, it requires to run at least two simulations within the time the sound propagates from source to receiver (see Sect. 4.1).
Generally, the presented approach is not restricted to given interpolation methods. Which method is most suitable depends on the respective sound propagation parameter and the simulation update rate compared to the audio block rate. Furthermore, it is relevant what DSP modules are used to process the data. For example, a variable delay-line requires new propagation delay data for every audio block, while updating the signal gain based on the spreading loss every few audio blocks might be sufficient. An investigation as done in Section 3.2 can help predicting the requirements for the utilized interpolation methods. Ultimately, those methods must be tested in a real-time context. In the following, such an investigation is done for the aircraft flyover auralization discussed in Section 3.1.
5 Performance in real-time aircraft flyover auralization
In this section, the performance of the presented method is evaluated for the aircraft flyover auralization setup discussed in Section 3.1. For this purpose, the respective auralization approach is adjusted according to Figure 7. All sound propagation parameters, are delayed using the introduced data history buffers. As the investigation in Section 3.2 revealed, the propagation delay is the only parameter expected to cause artifacts. Thus, only Scenario 4 is considered here, which showed the highest variation of the propagation delay. Furthermore, all other parameters are interpolated using the sample-and-hold approach. The auralizations are carried out multiple times to test different interpolation methods for the propagation delay: sample-and-hold, nearest-neighbor, linear and cubic spline. The characteristics of the laptop computer used to run the auralizations is summarized in Table 2. Additionally, an offline auralization is carried out serving as baseline.
Table 2 
Summary of the computer used to run the auralizations described in this paper.

Since the origin of the artifacts was traced to processing the Doppler shift, a 1 kHz sine wave is used as input signal. Applying the Doppler to a pure tone signal can be considered as worst case, since potential artifacts are not masked by the content of other frequencies, which would be the case for an aircraft signal containing a significant broadband noise component. In order to properly evaluate the results, all frequency-shaping processing steps are neutralized. This means the processing steps are still carried out without changing the computational load, but the respective effects are not applied to the input signal. Regarding the sound propagation, only spreading loss, propagation delay and Doppler shift are considered in order to avoid influences from other effects such as ground reflection or HRTF filtering. As only frequency-independent effects are considered, evaluating only for a single base-frequency is reasonable.
For the given auralization system, both assumptions discussed in Section 4.1 are valid: Due to the large source-receiver distance, the propagation delay is magnitudes higher than the time corresponding to the simulation update rate (multiple seconds vs. ≈116 ms). For the same reason, the receiver translation is negligible compared to the fast traveling aircraft.
The goal of this investigation is to find the most suitable interpolation method for the propagation delay: this method should allow producing an artifact-free output stream while introducing the lowest computational load possible. Furthermore, the plausibility of the real-time approach should be similar to the offline auralization. For this purpose, the output stream of each auralization is recorded. The results are checked for artifacts in a subjective assessment by the authors. Furthermore, an objective analysis based on the psychoacoustic parameter specific loudness [29] is done. In addition, the run-time of the data history buffer using different interpolation methods is compared. Note, that the results regarding the nearest-neighbor approach are not discussed in detail as they are very similar to the sample-and-hold results.
5.1 Interpolation method run-time
A run-time comparison of the data history buffer using different interpolation methods is carried out. Each measurement is repeated 1 million times and the results are averaged. In order to evaluate the worst-case scenario, the measured run-time includes the interpolation and the process of copying a new simulation result from the concurrent queue to the actual buffer. As shown in Table 3, the run-time increases with complexity of the interpolation method. While the linear interpolation does not introduce a significant computational overhead compared to the sample-and-hold method, the cubic spline approach is significantly slower (factor >10).
Table 3 
Run-time of the data history buffers for interpolating the propagation delay comparing different methods. Additionally, the data is set in relation to the available time to process an audio block (1024 samples at 44.1 kHz).

Nevertheless, comparing the run-time to the available time to process one audio block, the run-time seems to be insignificant. Thus, for given setup, the computational performance of utilized interpolation methods is secondary compared to the resulting audio quality. Nevertheless, the run-time could be relevant for more demanding auralization setups, e.g. with shorter block sizes or additional sources.
5.2 Output audio quality
A subjective assessment of the resulting auralization files with respect to audio quality was done by the authors. The main focus is on evaluating whether the artifacts discussed in Section 3 are still present when interpolating the propagation delay.
As discussed in Section 4.3, using the sample-and-hold 
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     or nearest-neighbor 
      Your browser doesn't support HTML5 audio. Here is a link to the audio instead.
     approach are not able to remove those artifacts. This is expected, since those interpolation methods generate discontinuous output, leading to the problem with the variable delay-line discussed in Section 3.3. This means that for some audio blocks, no Doppler shift is applied while for others, the effect is exaggerated. This is perceived as jitter of the sine signal’s frequency.
On the other hand, linear
      Your browser doesn't support HTML5 audio. Here is a link to the audio instead.
     and cubic spline
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     interpolation lead to an artifact-free auralization. To the authors, no difference in auralization quality between those methods is found. Comparing those results to the offline auralization
      Your browser doesn't support HTML5 audio. Here is a link to the audio instead.
    , some minor pitch difference can be perceived, e.g. only playing the first second directly after one-another. Here, interpolating the propagation delay leads to a low-pass filter effect, which affects the Doppler factor and therefore the pitch. However, if listening to the full tracks, this pitch difference is not noticeable.
5.3 Psychoacoustic evaluation
To backup those findings, an additional psychoacoustic analysis is done. For this purpose, the specific loudness based on the Zwicker method [29] is calculated for each auralization using 0.2 s time segments. The results are shown in Figure 9.
	[image: thumbnail]	Figure 9 Specific loudness of the auralization result for Scenario 4 using a 1 kHz sinusoidal signal as input. Only the direct sound and the sound propagation effects spreading loss and Doppler effect are considered during the auralization. Furthermore, no spatialization is applied (e.g. convolution with HRTFs). For the real-time results, different interpolation methods are applied to the propagation delay. Note, that the higher bark bands (18-24) are not shown, since they do not contain significant energy. (a) Offline auralization; (b) Real-time/linear interpolation; (c) Real-time/cubic spline interpolation; (d) Real-time/sample-and-hold interpolation.



As can be seen in the data for the offline auralization, the Doppler shift leads to a decreasing pitch over time. This can be well reproduced in the real-time auralization using linear or cubic spline interpolation for the propagation delay. Visually, the plots are almost indistinguishable from the offline auralization. However, looking closely to the section at around 9 s, it can be seen that the transition to the lower bark band is smoother for the real-time signals. This is again caused by the low-pass effect of the propagation delay interpolation. As discussed in Section 5.2, this was not noticed when listening to the signals. Hence, this is not believed to reduce the plausibility of the results. On the other hand, comparing the data based on linear and cubic spline interpolation, no significant difference is observed.
For the sample-and-hold approach, the “jittering” of the output signal’s frequency is clearly visible: the respective data features rapid back-and-forth modulation between the source signal frequency (1 kHz) and a significantly lower frequency with exaggerated Doppler shift.
To better quantify the differences, the (frequency-averaged) loudness is presented in Figure 10. The results show a very good match between the offline reference and the approaches with linear or cubic spline interpolation. Here, the maximum relative deviation is 5.4% and 5.9%, respectively. To put this in context, a relative difference in loudness of 7% is equivalent to the commonly used just-noticeable level difference of 1 dB and therefore, should not be noticeable. On the other hand, a significant deviation of up to 55% can be observed for the sample-and-hold approach. This is caused by the energy being distributed into different bark bands which, in accordance with human perception, have different weightings in the loudness model.
	[image: thumbnail]	Figure 10 (Frequency-averaged) loudness corresponding to the results in Figure 9.



5.4 Conclusion
The investigation showed that interpolating the results from scheduled sound propagation simulations for real-time auralization allows eliminating artifacts caused by low simulation update rates. Within the tested aircraft auralization setup, a sample-and-hold interpolation is sufficient for most sound propagation parameters. The only exception is the propagation delay. For this parameter, linear and cubic spline interpolation lead to plausible results comparable to an offline auralization. Since the linear interpolation introduces a lower computational load and requires only one “future” simulation result, it is the recommended method. However, if the simulation update rate was further reduced, a linear interpolation might not be sufficient anymore as it leads to a constant Doppler factor between consecutive simulation results. This could be relevant if e.g. adding additional sources to the auralization. Similarly, the sample-and-hold interpolation might not be sufficient anymore for the other sound propagation parameters, such as spreading loss. This is when the consecutive differences discussed in Section 3.2 become too large.
6 Summary
A method was proposed allowing to integrate computationally complex sound propagation simulations into real-time auralizations of dynamic scenarios. It is designed for auralization approaches processing the sound propagation parameters, such as propagation delay and spreading loss, for each sound path separately. If the simulation run-time exceeds the time available to render a single audio block, sequentially processing the simulations lead to audio drop outs. While this can be prevented by scheduling the simulations into a separate thread, this typically leads to the simulation update rate being significantly lower than the audio block rate. The proposed method allows to interpolate the simulation results in order to upsample them. This is done using a so-called data history buffers, which delay the simulation results based on the respective propagation delay. As a side-effect, this solves the problem of simulations being issued at the time the source emits the sound but being perceived by the receiver after the sound propagation.
The method was applied to an aircraft auralization approach considering curved sound propagation in an inhomogeneous, moving atmosphere. Here, most propagation parameters are interpolated using sample-and-hold approach, while the propagation delay is interpolated using the linear and cubic spline method. It is concluded that for the tested system, the real-time auralization renders audio signals with similar plausibility as the offline approach.
Generally, the introduced method could be applied to other approaches besides the discussed aircraft auralization, e.g. urban scenarios considering interaction with buildings and therefore dealing with higher numbers of sound paths. For this purpose, future work could address a more generalized study to develop decision aids for the interpolation strategies of considered propagation parameters. Which interpolation method is required should depend on the respective consecutive differences (see Sect. 3.2). The study in this paper can be used as guideline and provides theoretical thresholds for most propagation parameters. Regarding the propagation delay and Doppler effect, criteria for the perceptibility of frequency shifts could be applied to respective Doppler factors. Similar to the approach in this work, a comparison of real-time to offline auralization data is recommended. The major challenge for such a generalized study is that the consecutive difference have a series of dependencies: The simulation update rate, relative movement between source and receiver, utilized signal processing elements and most importantly, the underlying simulation method.
Furthermore, it should be noted that this method is not restricted to real-time auralization. The introduced data history buffers can also be applied in an offline auralization where the simulations are run sequentially. This allows properly delaying the sound propagation parameters to match the receiver time.
Typical environmental noise scenarios, consist of a series of features and sound sources. Here, it is reasonable to summarize many of those features as “background noise”, e.g. using ambisonics-encoded signals. Nevertheless, the most prominent sound sources should be rendered individually to ensure maximum quality. Thus, future work could investigate how the presented method behaves in more complex scenarios with more than a single source.
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    ).
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1 This is not to be confused with FIR-based auralization, where the sound propagation effects of all sound paths are accumulated within a single, long finite impulse response (FIR) and applied using a single convolution.


2 When applying an actual source directivity, this requires the source synthesis model to provide the respective data for the full-sphere. The angle-dependent directivity is selected based on the launch direction and the source orientation. The main assumption is that, within the source-related coordinate system, the full-sphere directivity is constant. For time-variant directivities, the full-sphere directivity must be determined for each issued propagation simulation and stored in a data history buffer.
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All Tables
Table 1 
Maximum consecutive variation of sound propagation parameters. The data represents the maximum values over all studied scenarios. Only the air attenuation exceeds the specified threshold but just at higher frequencies with significant damping (at least 64 dB). For the propagation delay no threshold is specified.
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Table 2 
Summary of the computer used to run the auralizations described in this paper.
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Table 3 
Run-time of the data history buffers for interpolating the propagation delay comparing different methods. Additionally, the data is set in relation to the available time to process an audio block (1024 samples at 44.1 kHz).
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	[image: thumbnail]	Figure 1 Sound-path-based auralization approach.
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	[image: thumbnail]	Figure 2 Digital signal processing approach for a single sound path for aircraft flyover scenarios.
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	[image: thumbnail]	Figure 3 Integration of sound propagation simulations in the overall auralization process using a sequential (a) or scheduling (b) approach. Simulations are carried out based on the current scene state including source and receiver pose. The simulation results are fed to the DSP elements responsible for the audio rendering.
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	[image: thumbnail]	Figure 4 Aircraft flyover scenarios used for the auralizations in this paper. Two 15 s trajectory segments with two receiver positions each leading to a total of four scenarios.
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	[image: thumbnail]	Figure 5 Illustration of how a variable delay-line (VDL) applies the Doppler effect if propagation delay data is present for every audio block. Note, that the utilized data does not represent an actual scenario and is exaggerated. (a) VDL input signal; (b) Propagation delay; (c) VDL output signal.
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	[image: thumbnail]	Figure 6 Illustration of how a variable delay-line (VDL) applies the Doppler effect if propagation delay data is not present for every audio block. Note, that the utilized data does not represent an actual scenario and is exaggerated. Updates of propagation delay are highlighted using red squares. (a) VDL input signal; (b) Propagation delay; (c) VDL output signal.
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	[image: thumbnail]	Figure 7 Extension of the auralization scheme with scheduled simulated presented in Figure 4. Instead of directly being fed to the DSP elements, the simulation results are sent to a buffer and being delayed using the respective propagation delay. For every audio block, the data is interpolated before being applied to the DSP elements.
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	[image: thumbnail]	Figure 8 Diagram of a data history buffer used to delay and interpolate simulation results. The simulation i is issued at source time tS,i. The resulting propagation parameter is stored within the buffer using the receiver time tR,i, i.e. it is delayed by the respective propagation delay τi. On the other hand, the auralization thread requests a parameter at tnow referring to the current audio block (real-time), which is determined using the specified interpolation method.
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	[image: thumbnail]	Figure 9 Specific loudness of the auralization result for Scenario 4 using a 1 kHz sinusoidal signal as input. Only the direct sound and the sound propagation effects spreading loss and Doppler effect are considered during the auralization. Furthermore, no spatialization is applied (e.g. convolution with HRTFs). For the real-time results, different interpolation methods are applied to the propagation delay. Note, that the higher bark bands (18-24) are not shown, since they do not contain significant energy. (a) Offline auralization; (b) Real-time/linear interpolation; (c) Real-time/cubic spline interpolation; (d) Real-time/sample-and-hold interpolation.
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	[image: thumbnail]	Figure 10 (Frequency-averaged) loudness corresponding to the results in Figure 9.
In the text





    
      Figure 7 

      
        [image: thumbnail]
      

      
        Extension of the auralization scheme with scheduled simulated presented in Figure 4. Instead of directly being fed to the DSP elements, the simulation results are sent to a buffer and being delayed using the respective propagation delay. For every audio block, the data is interpolated before being applied to the DSP elements.

      

    

  
    
      Figure 10 

      
        [image: thumbnail]
      

      
        (Frequency-averaged) loudness corresponding to the results in Figure 9.

      

    

  OEBPS/aacus230100-eq3.gif





OEBPS/aacus230100-fig10.jpg
Loudness [sone|

W
O

w
o

[\)
(e}

—_
o

—Offline reference
——Linear
——Cubic spline

—Sample-and-hold

Time [s]

10

15





OEBPS/aacus230100-fig8_small.jpg





OEBPS/aacus230100-fig8.jpg
Simulation thread
Scheduling

1
RS o propagation
Yoo \  parameter

buffer hg

1

‘

1
t, propagation
:W parameter
1
1
A

AY
i+l

Auralization thread





