An optimization method for material sound absorption performance based on surrogate model
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Abstract – In some complex engineering design problems, the use of numerical simulation methods to solve the target value often consumes several hours or even longer, which limits the real-time response to the model. The surrogate model can solve the above-mentioned shortcomings because of its use of statistical ideas to link the design variables with the target value. Kriging model has been widely used in other fields due to its simple algorithm compilation and good stability of calculation results, but there is little research in the field of silencing structure optimization. In order to study the optimization efficiency and optimization effect of the surrogate model in the optimization design of the anechoic structure, combined with the surrogate model and the multi-point plus point criterion, a set of general optimization algorithm framework suitable for the surrogate model and the gradient-enhanced Kriging model (GEK) was developed. Based on this framework, the evolution of the sound absorption coefficient of the anechoic structure under three different working conditions (100–10 000 Hz, 100–1500 Hz, 100–10 000 Hz frequency under static pressure) was compared. The gradient enhancement Kriging model and the gradient optimization algorithm were compared and studied. The results show that under the assumption that the gradient of the objective function and the objective function have the same amount of calculation, the optimization times obtained by the Kriging model with gradient enhancement are better than those obtained by the Kriging model and the gradient optimization algorithm in most cases, and the optimization results of GEK and Kriging models are better than those of gradient optimization.
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1 Introduction

Acoustic stealth performance is currently one of the most important combat effectiveness indicators for underwater target structures. Covering the shell of the underwater target structure with a layer of sound-absorbing material can weaken the echo signal of the active sonar and reduce the noise radiated by the underwater target structures [1]. The essence of sound-absorbing materials is to add particles such as cavities [2–4] and metal balls [5, 6] into viscoelastic materials such as rubber. In the resonance scattering frequency band of the particles, the scattering of sound waves propagating in the sound-absorbing layer is enhanced. The wave is largely dissipated due to the influence of the damping effect of the matrix, so that the sound absorption performance of the sound absorption layer in this frequency band is significantly improved.

A common method to evaluate the sound absorption performance of materials is to analyze their acoustic properties. At present, this is mainly performed using analytical methods [7–10] or numerical methods [11–15]. The analytical methods refer to the equivalent treatment of the acoustic parameters (such as wave speed, density, etc.) of the sound absorber according to the wave theory in the layered medium, to obtain the analytical solution of the sound absorption coefficient of the sound absorber. Numerical methods refer to the meshing of sound-absorbing structure and surrounding environment (water and rigid liner) with finite element. This is combined with boundary element, related control equations, and numerical calculation of sound-structure coupling, to obtain the acoustic performance of the sound-absorbing body. However, whether it is an analytical model or a numerical model, there is a complicated functional relationship between the physical and structural parameters of the sound-absorbing body and its acoustic performance. According to the requirements of different acoustic performances, by optimizing the structure or material properties of the sound absorber, the required needs of acoustic materials and structures can be obtained, such as in [2, 6, 12].
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In recent decades, optimization methods have been extensively studied in the field of acoustic materials properties. Gerstoft [16] used synthetic wavenumber data to propose multi-parameter inversion of wave speed and layer thickness of the horizontal layered seafloor. Monte Carlo genetic algorithm is used to solve the optimization problem. Westernin [17] simulated the pressure field in the standard factory building and used the geoacoustic parameter inversion method to perform geometric harmonic parameter matching. Its advantages, and disadvantages, and it compares with the existing optimization models, analyzes its advantages, and disadvantages, and finds the optimal genetic algorithm is used to solve the optimization problem. The objective function (or state variable) is sampled to achieve the purpose of rapid calculation of optimization.

2 Optimized design method for noise reduction of acoustic overlay based on surrogate model

2.1 Surrogate model approach

The surrogate model refers to the process of establishing a mathematical approximate model to replace the original complex model to solve the analysis based on mathematical statistics theory. It uses the known sample point information, and under the premise of ensuring the accuracy of the sample. Figure 1 shows a schematic diagram of the general agent model construction. It can be seen from the figure that the surrogate model technology mainly includes two aspects: (1) Based on the experimental design method, input the scale of the sample point and the position of the sample point in the variable space, and then use the numerical simulation model to calculate the output of the variable value. (2) Substitute the input variables and output variables into the agent model, train to obtain the approximate agent model, and complete the construction of the agent model.

2.2 Choice of surrogate model

The core content of surrogate model technology is to extract experimental design sample points in the input variable space. Obtain the corresponding observation value of each sample point through physical experiment or computer simulation analysis, and construct an approximate surrogate model through the known training sample data set to realize the output variable. The functional relationship between y and the input variable x is approximated.

The Kriging model was first proposed by South African geologist Krige [21] in 1951. It is an unbiased estimation model based on the experimental design method, smallest estimation variance. In the late 1980s, Sacks [22] and others studied computer experimental analysis and design technology based on the Kriging model, and applied the Kriging model to deterministic calculations or interpolation approximation of experimental data, which greatly promoted the Kriging model in engineering field of application. Subsequently, the Kriging model has been widely used in many fields such as environmental science, meteorology, hydrogeology, geographic information systems, aviation, aerospace, and automobiles. Based on the Kriging model, the Co-Kriging model, the gradient-enhanced Kriging model [28], and the variable credibility Kriging model [29] was developed [30]. The most used are the Kriging model and the Kriging model with gradient enhancement.

2.2.1 Kriging surrogate model

In the Kriging model, for the m-dimensional problem, if the objective function (or state variable) is sampled to
obtain n function values, the sampling location and the corresponding sample point response value can be written as:

\[
S = \begin{bmatrix}
  x^{(1)}_1 & x^{(2)}_1 & \cdots & x^{(m)}_1 \\
  x^{(1)}_2 & x^{(2)}_2 & \cdots & x^{(m)}_2 \\
  \vdots & \vdots & \ddots & \vdots \\
  x^{(1)}_n & x^{(2)}_n & \cdots & x^{(m)}_n \\
\end{bmatrix} \in \mathbb{R}^{m \times n},
\]

(1)

\[
y_s = [y^{(1)}, \ldots, y^{(n)}]^T \in \mathbb{R}^n,
\]

(2)

where: \( S \) is the sample matrix, each row represents a sample point; \( y_s \) is the column vector, and each element represents a function value of a sample point. The purpose of establishing an approximate model is to use the known sample data \( (S, y_s) \) to obtain the predicted value at any unknown point.

Introducing statistical assumptions, for any position \( x \), the corresponding function value \( y(x) \) is replaced by a random function \( Y(x) \), and \( y(x) \) is only one of the possible results of \( Y(x) \):

\[
Y(x) = \sum_{j=1}^{k} \beta_j f_j(x) + Z(x),
\]

(3)

where: \( f_j(x) \) is the basic function, \( \beta_j \) is the corresponding coefficient, \( \sum_{j=1}^{k} \beta_j f_j(x) \) represents the mathematical expectation of \( Y(x) \). \( Z(x) \) is a static random process with a mean value of zero and a variance of \( \sigma_Z^2 \). Among them, the random function covariance can be expressed as:

\[
\text{Cov}[Z(x), Z(x')] = \sigma_Z^2 R(x, x'),
\]

(4)

where \( R(x, x') \) is the “correlation function” (only related to spatial distance), which represents the correlation between random variables at different positions, and satisfies the following: \( R = 1 \) when the distance is zero, \( R = 0 \) when the distance is infinite; \( R \) decreases as the distance increases.

The Kriging model is an unbiased estimation model with the smallest estimated variance. Lagrangian multiplier and maximum likelihood estimation methods were used to obtain the minimum variance of the model, which can be expressed as:

\[
\hat{y}(x_0) = \hat{\beta} + \hat{r}^T(x_0)R^{-1}(Y - I\hat{\beta}),
\]

(5)

where: \( I \) is the unit column vector, \( \hat{\beta} = (\hat{I}^TR^{-1}Y)^T(\hat{I}^TR^{-1}I)^{-1}, \sigma^2 = 1/[(Y - I\hat{\beta})^T R^{-1} (Y - I\hat{\beta})] \) is the variance, and \( \hat{\sigma} \) is the prediction standard deviation.

### 2.2.2 Gradient enhanced Kriging model (GEK)

The GEK model is developed based on the Kriging model. Its ideas, principles and modeling methods are basically the same as the Kriging model, except that not only the function value at the sample point is used in the model, but also the gradient value at the sample point is used. The following introduces a direct GEK model developed by Han et al. [28].

For GEK, the response value column vector of the above sample data is expanded, and the gradient information at the sample point is added to the response value in the form of partial derivative. Then the sample and response value matrix with gradient information are extracted as:

\[
y_s = [y^{(1)}, \ldots, y^{(n)}, \partial y^{(1)}, \ldots, \partial y^{(n)}]^T \in \mathbb{R}^{n \times n}'.
\]

(6)
The predicted value of the unknown function by the GEK model is defined as the weighting of all sampling function values and all sampling partial derivative values, namely:

$$\hat{y}(x) = \sum_{i=1}^{n} w_i y_i(x) + \sum_{j=1}^{d} \hat{\partial y_j}(x), \quad x \in \mathbb{R}^n. \quad (7)$$

Similar to the derivation process of the Kriging model, the predicted value of the GEK model can be obtained by:

$$\hat{y}(x) = \beta_0 + \mathbf{r}^T(\mathbf{x})\mathbf{R}^{-1}(\mathbf{y} - \mathbf{\beta}_0\mathbf{F}),$$

where: \( \mathbf{F} = [1 \ldots 10 \ldots 0]^T \); \( \beta_0 = (\mathbf{F}^T \mathbf{R}^{-1} \mathbf{F})^{-1} \mathbf{F}^T \mathbf{R}^{-1} \mathbf{y} \).

### 2.3 Numerical calculation of anechoic structure

Since the cavity structure is periodically and uniformly distributed in the acoustic covering layer, as shown in Figure 2. In order to simplify the calculation, according to the Bloch theorem of the periodic structure, only the smallest unit is analyzed, and the covering layer is calculated in the infinite water and rigid backing under the sound absorption performance [31].

The sound absorption performance of the complex-shaped cavity acoustic covering layer analytical calculation can no longer give a more accurate solution, and finite element simulation is required. In this article, the numerical calculation software uses COMSOL Multiphysics. When the vertically incident elastic wave propagates along the cylindrical axis, the change in the axial angle is not considered. The top finite water layer simulates an infinite fluid domain, the middle covering layer contains a cavity containing air, and a steel material is used as a rigid backing. The incident wave sound pressure \( p_i \) of the acoustic covering layer can be expressed as:

$$p_i = \frac{p_2 - p_1 e^{ikd}}{e^{-ikd} - e^{ikd}}. \quad (9)$$

In the formula, \( k \) is the wave number. The sound pressure reflection coefficient is:

$$R_{re} = \frac{p_r}{p_i}. \quad (10)$$

According to the sound pressure reflection coefficient of the sample \( R_{re} \), the sound absorption coefficient of the sample \( z \) is obtained by:

$$z = 1 - |R_{re}|^2. \quad (11)$$

The specific geometry of the model is: The width of the model is 50 mm, the height of the water is 10 mm, and the rigidity is 5 mm. The boundary conditions of the model are shown in Figure 2b, and the specific settings are as follows: the upper part of the model is infinite water, and the top is the plane wave radiation condition. Because the sound-absorbing cover layer is fixedly connected to the surface of the steel layer, the contact surface adopts fixed...
constraint conditions and the two sides are periodic boundaries. The mesh analysis of the cavity adopts a hexahedral grid, and the maximum grid size is 0.1 mm. The relevant materials parameters used in the simulation are all drawn from the literature and shown in Table 1 below [32, 33].

The sound velocity in water is 1489 m/s, and the initial incident sound pressure is 1 Pa. The existing calculation results show that when the calculation frequency is less than 10 000 Hz, the sound absorption coefficient is low and the structure needs to be further optimized. Therefore, the calculation frequency range of this study is 100–10 000 Hz. At the same time, with the continuous development of sonar technology to low frequencies, in order to ensure the advanced nature of the technical sound-absorbing structure, this paper also considers the optimization of acoustic sound-absorbing materials in the low-frequency range (100–1500 Hz). Therefore, this study finally chooses two frequency ranges to optimize: 100–10 000 Hz and 100–1500 Hz.

2.4 Design space of anechoic structure

The internal cavity schematic diagram of the anechoic structure is shown Figure 3. The essence is to embed periodically distributed spherical, cylindrical air cavity or hardware material in the viscoelastic material layer with high damping. Different conical busbar structures have an important influence on the sound absorption capacity of the material. Studies have shown that the performance of the cavity-type sound-absorbing cover layer is greatly affected by its internal cavity structure (hole shape, size and arrangement, etc.). The sound absorption performance of the cover layer structure can be effectively improved by rationally designing the cavity structure configuration. In the optimization calculation, the change of the cavity structure configuration is mainly realized by controlling the shape parameter curve. At present, there are few mature curves describing the cavity structure, so this study takes the optimization of the conical bus as an example to explore the optimization effect of the proxy model in the cavity structure optimization calculation.

The optimized bus is based on the Burns polynomial, and the expression of the deviation function is as follows:

$$\Delta y = \sum_{i=1}^{N} Q_i y^i(1-y)^{N-i}.$$  \hspace{1cm} \text{(12)}$$

Since the value of $N$ in the deviation function is an infinite number of items, considering the optimization results and the amount of calculation comprehensively, $N = 7$ is initially selected.

<table>
<thead>
<tr>
<th>Material type</th>
<th>Density (kg/m$^3$)</th>
<th>Young’s modulus (GPa)</th>
<th>Poisson’s ratio</th>
<th>Loss factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>High polymer elastic rubber</td>
<td>1300</td>
<td>0.4</td>
<td>0.49</td>
<td>0.6</td>
</tr>
<tr>
<td>Stainless Steel Grade 304 (UNS S30400)</td>
<td>7850</td>
<td>190</td>
<td>0.28</td>
<td>–</td>
</tr>
<tr>
<td>Water</td>
<td>1000</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
</tbody>
</table>

**Table 1.** Model material parameter table.

**Figure 3.** Schematic diagram of the anechoic internal cavity.

<table>
<thead>
<tr>
<th>Optimizing parameters</th>
<th>Lower limit</th>
<th>Upper limit</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Q_1$</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>$Q_2$</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>$Q_3$</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>$Q_4$</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>$Q_5$</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>$Q_6$</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>$Q_7$</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>$E$</td>
<td>10 MPa</td>
<td>100 MPa</td>
</tr>
<tr>
<td>$v$</td>
<td>0.48</td>
<td>0.498</td>
</tr>
<tr>
<td>$\eta$</td>
<td>1.1</td>
<td>1.9</td>
</tr>
</tbody>
</table>

**Table 2.** Constraints of 10 optimization parameters.

**2.5 Sample point design and point addition criteria of anechoic structure**

**2.5.1 Sample point design of anechoic structure**

Experiment design is a mathematical method based on probability theory, mathematical statistics, and linear algebra. The method scientifically arranges experiment content and analyze experiment results. As an important part of the surrogate model, the main purpose of experimental design is to efficiently select sample points in the entire variable space. This is to reflect as much as possible the change characteristics of the input variable space with a limited
sample point scale, to ensure accuracy, and reduce the effect of sample points.

Latin hypercube sampling design is a type of test design specially proposed for simulation test. It is a space-filled design, so that the input combination fills the entire test interval relatively evenly, and each variable is used once at any level. Figure 4 shown the space filling comparison of several commonly used sampling. It could be seen that, compared with other test methods, the Latin hypercube design has a better space filling ability, to realize the use of the same data point to study more data combinations.

In Latin hypercube design, assuming there are \( r \) factors in the design problem, each factor is divided into \( n \) intervals, then each factor has \( n \) level values. The Latin hypercube design table is a \( n \times r \) matrix composed of \( n \) level values of \( r \) factors. In this study, the impact of 10 parameters on sound absorption performance is studied. The study includes 10 factors in total, and in order to make the surrogate model more accurate, each factor is divided into 30 intervals, so there are 30 levels.

### 2.5.2 Pointing guidelines

Although the Kriging model has a good global approximation ability, it cannot find the optimal value in the design space only by relying on the initial sample information. Therefore, it is necessary to add new sample points to find the true optimal value and improve the accuracy of the Kriging model. This study intends to adopt the objective function maximum criterion with good local convergence and the \( EI \) maximum criterion with good global convergence.

1. Maximum objective function criterion

   The surrogate model is considered accurate enough to directly find the maximum value of the objective function on the surrogate model, that is, after the surrogate model is established, the following sub-optimization problems are solved:

   \[
   \text{maximum : } \hat{y}(x).
   \]

   This criterion does not consider the error of the model. The newly added sample points are mainly concentrated near the current real optimal solution, so it is a local addition criterion.

2. \( EI \) maximum criterion with good global convergence

   Assuming that the optimal objective function value in the sample set is \( y_{\text{max}} \), and the random variable \( Y(x) \) obeys the normal distribution with the mean value \( y(x) \) and the standard deviation \( s(x) \). The relative improvement of the objective function at \( x \) is \( I = y_{\text{max}} - Y(x) > 0 \), so the expected value of \( I \) is given by:

   \[
   E[I(x)] = \begin{cases} 
   (y_{\text{min}} - \hat{y})\Phi\left(\frac{y_{\text{max}} - \hat{y}}{s}\right) + s\phi\left(\frac{y_{\text{max}} - \hat{y}}{s}\right) & \text{if } s > 0 \\
   0 & \text{if } s = 0
   \end{cases} \quad \text{(13)}
   \]

   \( \Phi(x) \) and \( \phi(x) \) are the cumulative distribution function and the probability density function of the standard normal distribution, respectively. Figure 4. Comparison of space filling of various sampling methods. (a) 3-level full factorial design; (b) center composite design; (c) uniform design; (d) Latin hypercube design.
The combination of the above two point-adding criteria considers the local convergence and global convergence of optimization. So, it can better apply to local optimization problems and global optimization problems.

2.6 Optimization design method based on surrogate model

The various parts involved in the construction of the surrogate model are described above, including the selection of the surrogate model, the generation of sample points, the solution of response values, and the method of adding points. This section gives the optimization method flow of the surrogate model:

1. Use the experimental design method to generate initial sample points in the design space.
2. Call to construct a numerical model to obtain the response value of each initial sample point. If it is Kriging with gradient enhancement, calculate the gradient of the objective function at the same time.
3. Preliminary establishment of the surrogate model of objective function and constraint function based on sample data, etc.
4. Perform sub-optimization on the surrogate model according to the point-adding criterion.
5. Check whether the best points obtained by the sub-optimization overlap or overlap with the initial sample points. If they are weakly overlapped, eliminate it, and use them as the sample points for verification.
6. Calculate the response value of the added sample point and add it to the sample set.
7. Judge whether the optimization is terminated, otherwise return to (4). If yes, the optimization ends. The flow chart of the optimization process is shown in Figure 5.

3 Shape optimization of acoustic covering layer based on agent model

There are two main indicators for evaluating the pros and cons of an optimization algorithm: optimization efficiency and optimization effect. For optimization efficiency, the time required for optimization should be as short as possible. For optimization effect, it should be as close to or even reach the global optimal solution as possible. In order to compare the application of the two surrogate models, a comparison was conducted under three operational conditions at wide range of frequencies (100–10 000 Hz), low frequency (100–1500 Hz) and full frequency under static pressure.

3.1 Anechoic structure optimization at full frequency

The frequency at which the sound-absorbing structure receives sound waves in water is generally between 100 Hz and 10 000 Hz, and the frequency sampling interval is 100 Hz. The total design parameters are 10 including 7 geometrical parameters and 3 material parameters mentioned earlier. The noise reduction coefficient was taken as the optimization target. The mathematical expression of the optimization problem is as follows:

$$\text{maximum: } \text{Obj} = \frac{1}{N} \sum_{i=1}^{N} \pi(f_i).$$

The specific approach includes using the Latin hypercube algorithm to generate 30 initial samples, and then use finite element software to calculate the response value corresponding to the sample. On this basis, the objective function maximum criterion based on better local convergence

Figure 5. The flow chart of the optimization design method of the surrogate model.

Figure 6. Convergence history of the design objective function at full frequency.
and the EI maximum criterion with better global convergence are used to optimize the selection of points and use them as new sample points for calculation. In addition, the gradient-based optimization algorithm is used as a reference for comparison.

Figure 6 and Table 3 shown the convergence history of the design objective function at full frequency. It could be seen that the number of times the GEK model calls the finite element is less than the Kriging model and less than the gradient optimization algorithm. It shows that the use of gradient information in the surrogate model can improve the accuracy of the surrogate model, so that fewer sample points can be used to lock the best position. The value of each design parameter is shown in Table 4.

Figures 7 and 8 show the comparison diagram of the cavity optimization structure under different optimization parameter values and the corresponding evolution diagram of the noise reduction coefficient with frequency. It can be seen from that the curves obtained by GEK and Kriging optimization are similar but are quite different from the curves of the gradient optimization algorithm. In addition, when the frequency reach more than 2000 Hz, the results of the optimization algorithm can significantly improve the silencing coefficient of the structure, while at 100–2000 Hz, the silencing coefficient of the optimized structure is smaller than that of the unoptimized structure. The reason why the unoptimized result is better than the optimized result is because the objective function in the calculation frequency range (100–10 000 Hz) gives the same weight, and the optimization model looks for the minimum value of the average sound absorption coefficient in the entire calculation frequency range, so it will appear, at some frequencies, the unoptimized result is better than the optimized result.

Comparing different optimization algorithms, the optimization results of the GEK agent are similar to the Kriging optimization, and are better than the results of the gradient optimization algorithm.

### 3.2 Anechoic structure optimization at low frequency

The sound waves emitted by active sonar are constantly low-frequency [30]. However, many sound-absorbing materials and structures have low sound-absorbing coefficients in the low-frequency region and have high reflectivity. Therefore, it is necessary to study the optimization of sound-absorbing structures at low frequencies. The frequency selection range is 100–1500 Hz, and the specific optimization method is similar to the noise reduction structure at full frequency. The convergence history and sound absorption curve are shown in Figures 9 and 10, respectively.

Comparing Figures 6 and 9, it could be seen that the number of samples required for optimization at low frequency and full frequency is basically the same and the rules are consistent: GEK < Kriging < gradient algorithm. Figure 10 shown the noise reduction coefficient diagrams of different optimization methods. It could be seen that in terms of the maximum optimization goal: Kriging > GEK > gradient algorithm. In terms of the distribution characteristics of the sound absorption coefficient, GEK and Kriging have obvious optimization effects at 1000–1500 Hz, while the gradient optimization algorithm has more obvious optimization effects at 100–1000 Hz.

<table>
<thead>
<tr>
<th>Optimization method</th>
<th>Optimization target</th>
<th>No. of calculations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Not optimized</td>
<td>0.3440</td>
<td>–</td>
</tr>
<tr>
<td>Kriging</td>
<td>0.4224</td>
<td>251</td>
</tr>
<tr>
<td>GEK</td>
<td>0.4339</td>
<td>112</td>
</tr>
<tr>
<td>Gradient optimization</td>
<td>0.4195</td>
<td>517</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Parameters</th>
<th>$Q_1$</th>
<th>$Q_2$</th>
<th>$Q_3$</th>
<th>$Q_4$</th>
<th>$Q_5$</th>
<th>$Q_6$</th>
<th>$Q_7$</th>
<th>$\nu$</th>
<th>$E$</th>
<th>$\eta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kriging</td>
<td>0.373</td>
<td>0.0165</td>
<td>0.435</td>
<td>0.042</td>
<td>0.615</td>
<td>0.118</td>
<td>0.0384</td>
<td>0.495</td>
<td>100</td>
<td>1.9</td>
</tr>
<tr>
<td>GEK</td>
<td>0.3834</td>
<td>0.0175</td>
<td>0.4363</td>
<td>0.0467</td>
<td>0.6264</td>
<td>0.1206</td>
<td>0.0391</td>
<td>0.493</td>
<td>100</td>
<td>1.9</td>
</tr>
<tr>
<td>Gradient</td>
<td>0.349</td>
<td>0.108</td>
<td>0.491</td>
<td>0.008</td>
<td>0.033</td>
<td>0.0097</td>
<td>0.0857</td>
<td>0.496</td>
<td>100</td>
<td>1.9</td>
</tr>
</tbody>
</table>

**Table 4.** Parameters of the optimized anechoic structure.

**Figure 7.** Sound absorption coefficient curves of different optimization models at full frequency.
This occurs because the GEK and kringing algorithms are optimization algorithms based on surrogate models. Through appropriate addition criteria, the global optimization can be satisfied. However, due to the defects of the algorithm itself, the gradient optimization algorithm is easy to fall into local optimization rather than global optimization. Therefore, the final optimization result is worse than the other two. At the same time, the GEK model adds...
gradient information based on the kriging model, so it needs less times to reach the optimal solution (Tabs. 5 and 6).

### 3.3 Anechoic structure optimization under hydrostatic pressure

The investigated structure will be subjected to different hydrostatic pressures in actual service. The existing research results show that the hydrostatic pressure has an important influence on the sound absorption coefficient [35]. The water pressure at a depth of 100 m underwater is about 1 MPa. As the water depth of the underwater target structure during normal operation is between 100 and 300 m; the corresponding pressure range were chosen to be 1 MPa, 2 MPa and 3 MPa respectively. Figure 11 shown the sound absorption coefficient under different static pressures. It could be seen that with the increase of static pressure, the overall sound absorption coefficient shows a downward trend, and the high-frequency sound absorption performance becomes worse. This is because under the action of hydrostatic pressure, the cavity structure and the thickness of the anechoic structure will be compressed. Moreover, the equivalent impedance will fail, which will increase the sound reflection and decrease the sound absorption effect.

In order to further study the optimization problem of the anechoic structure under different hydrostatic pressures; GEK, Kriging model and gradient optimization algorithm were used to optimize the anechoic structure under hydrostatic pressure of 1 MPa, 2 MPa and 3 MPa. The results of the convergence history and sound absorption coefficient under various hydrostatic pressures are shown in Figure 12 and Table 7.

It could be seen from the table that as the hydrostatic pressure increases, the number of sample points required also increases. However, compared to the other two algorithms, GEK increases the sample point by a smaller amplitude. Under 1 MPa, 2 MPa and 3 MPa, the optimization effect of GEK and kriging model was obviously better than that of gradient optimization algorithm. Therefore, it also shown that the surrogate model, especially the GEK surrogate model, has a good effect on noise reduction of the anechoic structure.

From the above discussion, it could be seen in the optimization calculation of the noise reduction structure, The Kriging and GEK models based on the surrogate model can reduce the number of sample points required for gradient optimization by approximately 50% and 70%, respectively. At the same time, it can facilitate parallel optimization design, thereby improving the optimization design efficiency of the silencing structure. Compared with the optimization of the surrogate model in the shape of the wing [36], the advantage of the surrogate model in the anechoic structure has not yet been fully reflected. This is because the optimization dimension of the wing is higher, and the optimization efficiency of the surrogate model will be more obvious.

The optimization of the three working conditions shows that the optimization method based on the proxy model can be used in the field of anechoic structure, but some areas that can be improved in the future are also found in the research:

![Figure 11. Sound absorption coefficient under different static pressures.](image-url)
1. Develop a variety of cavity structure shape parameterization curves

Before using the optimization method to optimize the design of the silencing structure, it is necessary to use some design parameters to replace the cavity structure, that is, to parameterize the shape of the cavity structure. The conical bus in the article is one of the parameterized curves.

At present, the proxy model can achieve hundreds of dimensions of parameter optimization in the field of wing optimization. Therefore, in future research, we can summarize or propose more parameterized curves to describe the changes in the internal cavity structure, such as new cavities, polygonal cavities, and combined cavity structures to enrich the shape of the cavity structure and explore different shapes. The optimization effect of the cavity structure and its combination.

2. Develop optimized agent models for multiple materials

The silencing material studied in this paper is mainly a combination of iron, rubber, and cavity structure. In the subsequent surrogate model optimization, a variety of materials such as carbon fiber composite material constitutive equation and complex young’s model can be considered in the finite element model. Analyze the influence of material parameters on the silencing coefficient by quantitative methods, and develop optimized proxy models for multiple materials.

3. Improve the guidelines for adding points

The core mechanism of agent optimization is the optimization plus point criterion. At present, for low-dimensional optimization problems, the two addition criteria in the article can meet the requirements. When the number of design variables is large, the calculation cost will increase sharply, which reduces the engineering practicability. Therefore, for higher-dimensional problems, additional guidelines need to be further improved.

4. Optimize the GEK model

Although GEK optimization is very good, it also exposes a major problem: in the later stage of the optimization process, the newly added sample points will gather near the optimal value, which will cause the ill-condition of the correlation matrix, which will make the modeling of the proxy model inaccurate. The introduction of gradient information in the model makes the ill-conditioned problem of the correlation matrix more serious. This phenomenon may be one of the reasons that the GEK-based proxy optimization method converges slowly in the later stage of the optimization process.

4 Conclusions

This paper proposes an optimization method for anechoic structure parameters based on surrogate model. The GEK, Kriging, and gradient optimization algorithms were used to optimize and compare the parameter values of the
Table 7. Optimization methods under hydrostatic pressure.

<table>
<thead>
<tr>
<th>Optimization method</th>
<th>Optimization goal</th>
<th>No. of calculations</th>
<th>Optimization goal</th>
<th>No. of calculations</th>
<th>Optimization goal</th>
<th>No. of calculations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Not optimized</td>
<td>0.2987</td>
<td>–</td>
<td>0.2134</td>
<td>–</td>
<td>0.1765</td>
<td>–</td>
</tr>
<tr>
<td>Kriging</td>
<td>0.4010</td>
<td>296</td>
<td>0.3500</td>
<td>312</td>
<td>0.3364</td>
<td>342</td>
</tr>
<tr>
<td>GEK</td>
<td>0.3957</td>
<td>132</td>
<td>0.3476</td>
<td>144</td>
<td>0.3376</td>
<td>152</td>
</tr>
<tr>
<td>Gradient optimization</td>
<td>0.369</td>
<td>497</td>
<td>0.2956</td>
<td>516</td>
<td>0.3221</td>
<td>553</td>
</tr>
</tbody>
</table>

The authors canoic structure under three working conditions. The following conclusions could be drawn:

1. It is feasible to construct the parameter optimization method of the anechoic structure based on the surrogate model. In the article, by optimizing the conical bus bar and using two parallel dot addition criteria, a 10-dimensional anechoic structure shape parameter and material parameter optimization design method was successfully constructed. This method can also be applied to the optimization of other cavity shapes and composite materials. The optimization results show that: compared with the gradient optimization algorithm, the proxy model can significantly reduce the number of model calculations, and the optimization effect is better.

2. Under the assumption that the calculation cost of the gradient is the same as the calculation cost of the objective function, the optimization results of GEK and Kriging surrogate models are similar, but GEK used less time and converges faster.

3. In different working conditions, the optimal structure is not universal. In the full-frequency optimization condition, when the operating frequency is greater than 2000 Hz, the optimization effect is more obvious than that at less than 2000 Hz. In the low-frequency condition, the anechoic structure and the physical parameters work together. Under static pressure deformation, the muffling coefficient is inversely proportional to the hydrostatic pressure, and the optimization effect of GEK and Kriging models at 1 MPa, 2 MPa and 3 MPa is significantly better than the gradient optimization algorithm.
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